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Construction of a reduced, continuous model

- Reproduces steady-state
- Captures dynamics


## In progress

Extraction of real-time dynamical parameters

- Estimate of available ancillary resources
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* their degrees of freedom
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* n agents
* their degrees of freedom
* what can we know of the way they interact?
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## The problem

$\left\{x_{i}(t), \dot{x}_{i}(t)\right\}$


What we want to extract :

* Number n of agents ?
* Connectivity ? Graph topology ?

From
-complete / partial
-active / passive
measurements.
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Reconstruction of the network Laplacian matrix via inversion of the equal time, 2 -point correlation matrix

Either you have the full matrix, i.e. from a complete measurement, or you have nothing.

What can we do if we access only to a subset of all agents ?
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Diagonal frequency correlators = diagonal elements of graph Laplacian Diagonal position correlators = diagonal elements of inverse Laplacian
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Noise vs. frequency correlators vs. connectivity

-direct extraction of Laplacian -partial inference from partial measurements

$$
\left\langle\delta \dot{x}_{i} \delta \dot{x}_{j}\right\rangle=\xi_{0}^{2} \sum_{k=q}^{\infty}\left(-\tau_{0}\right)^{k}\left(\mathbb{J}^{k}\right)_{i j}
$$

## Sketch of the analytics (i)

## The model

Unperturbed dynamics
$\dot{\mathbf{x}}(t)=\mathbf{F}[\mathbf{x}(t)]$
$\mathbf{F}\left[\mathbf{x}^{*}\right]=0$
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## The model

Unperturbed dynamics $\quad \dot{\mathbf{x}}(t)=\mathbf{F}[\mathbf{x}(t)] \quad \mathbf{F}\left[\mathbf{x}^{*}\right]=0$

Linearization about steady-state + perturbation

$$
\delta \dot{x}=-\mathbb{J}\left(x^{*}\right) \delta x+\xi
$$

Network/coupling structure

$$
\mathbb{J}_{i j}\left(x^{*}\right)=-\partial F_{i}\left(x^{*}\right) / \partial x_{j}
$$

$\mathbb{J}\left(\boldsymbol{x}^{*}\right)$ is symmetric and positive semidefinite (undirected coupling; stable fixed point)

## Sketch of the analytics (ii)

Modal decomposition of $J$
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Real eigenvalues
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0 \leq \lambda_{1} \leq \lambda_{2} \leq \cdots \leq \lambda_{n}
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\boldsymbol{\delta} \boldsymbol{x}(t)=\sum_{\alpha} c_{\alpha}(t) \boldsymbol{u}_{\alpha}
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## Modal decomposition of $J$

$$
\delta \dot{x}=-\mathbb{J}\left(x^{*}\right) \delta x+\xi
$$

Real eigenvalues

$$
0 \leq \lambda_{1} \leq \lambda_{2} \leq \cdots \leq \lambda_{n}
$$

Orthogonal eigenbasis $\quad\left\{\boldsymbol{u}_{\alpha}\right\}_{\alpha=1}^{n}$

$$
\boldsymbol{\delta} \boldsymbol{x}(t)=\sum_{\alpha} c_{\alpha}(t) \boldsymbol{u}_{\alpha}
$$

Langevin equation for expansion coefficients

Solutions

$$
\begin{aligned}
& \dot{c}_{\alpha}(t)=-\lambda_{\alpha} c_{\alpha}(t)+\mathbf{u}_{\alpha} \cdot \boldsymbol{\xi}(t) \\
& c_{\alpha}(t)=e^{-\lambda_{\alpha} t} \int_{0}^{t} e^{\lambda_{\alpha} t} \mathbf{u}_{\alpha} \cdot \boldsymbol{\xi}\left(t^{\prime}\right) \mathrm{d} t^{\prime}
\end{aligned}
$$

Velocity correlator

$$
\left\langle\delta \dot{x}_{i}(t) \delta \dot{x}_{j}(t)\right\rangle=\sum_{\alpha, \beta}\left\langle\dot{c}_{\alpha}(t) \dot{c}_{\beta}(t)\right\rangle u_{\alpha, i} u_{\beta, j}
$$

## Sketch of the analytics (iii)

Two-point velocity correlators

$$
\delta \dot{x}=-\mathbb{J}\left(x^{*}\right) \delta x+\xi
$$

Need to define first and second moment of noise -> Orstein-Uhlenbeck

$$
\left\langle\xi_{i}(t)\right\rangle=0 \quad\left\langle\xi_{i}(t+\Delta t / 2) \xi_{j}(t-\Delta t / 2)\right\rangle=\xi_{0}^{2} \delta_{i j} \exp \left(-|\Delta t| / \tau_{0}\right)
$$

$$
\lim _{t \rightarrow \infty}\left\langle\delta \dot{x}_{i}(t) \delta \dot{x}_{j}(t)\right\rangle=\xi_{0}^{2}\left(\delta_{i j}-\sum_{\alpha} u_{\alpha, i} u_{\alpha, j} \frac{\lambda_{\alpha} \tau_{0}}{1+\lambda_{\alpha} \tau_{0}}\right)
$$

Note : $\langle\cdots\rangle=\lim _{T \rightarrow \infty} T^{-1} \int_{0}^{T} \cdots \mathrm{~d} t$

## Sketch of the analytics (iv) - noise with short correlation time

Two-point velocity correlators

$$
\delta \dot{x}=-\mathbb{J}\left(x^{*}\right) \delta x+\xi
$$

Need to define first and second moment of noise -> Orstein-Uhlenbeck

$$
\left\langle\xi_{i}(t)\right\rangle=0 \quad\left\langle\xi_{i}(t+\Delta t / 2) \xi_{j}(t-\Delta t / 2)\right\rangle=\xi_{0}^{2} \delta_{i j} \exp \left(-|\Delta t| / \tau_{0}\right)
$$

With short correlation time :


Note : $\langle\cdots\rangle=\lim _{T \rightarrow \infty} T^{-1} \int_{0}^{T} \cdots \mathrm{~d} t$

## Direct reconstruction



Relatively short correlation time

$$
\hat{\mathbb{J}}_{i j}=\left(\delta_{i j}-\left\langle\delta \dot{x}_{i} \delta \dot{x}_{j}\right\rangle / \xi_{0}^{2}\right) \tau_{0}^{-1}
$$

L. Pagnier and P. Jacquod, PanTaGruEl, Zenodo Repository (2019). doi.org/10.5281/zenodo. 2642175

## Partial reconstruction (i) : n=100 Đrdös-Rényi

Velocity correlators



Position correlators


## Partial reconstruction (i) : n=100 Brdös-Rényi

Velocity correlators
Position correlators


## Partial reconstruction (ii) : $\mathrm{n}=1000$ with $\mathrm{m}=100$ observable



## Geodesic distance
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